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Abstract—In this paper we study a distributed optimization problem for continuous time multi-agent systems. In our setting, the global objective for the multi-agent system is to minimize the sum of locally coupled strictly convex cost functions. Notably, this class of optimization objectives can be used to encode several important problems such as distributed estimation. For this problem setting, we propose a distributed signed gradient descent algorithm, which relies on local observers to retrieve 2-hop state information that are required to compute the descent direction. Adaptive gains for the local observer are introduced to render the convergence independent from: i) the structure of the network topology and ii) the local gains of the per-agent signed gradient-descent update law. The finite-time convergence of the local observer and of the proposed signed gradient descent method is demonstrated. Numerical simulations involving a distributed weighted least-square (WLS) estimation problem, with the aim of identifying in the context of an advanced water management system for precision-farming the soil thermal properties in a large-scale hazelnut orchard, have been proposed to corroborate the theoretical findings.

I. INTRODUCTION

Distributed optimization has been a very active research field over the last few decades. As a matter of fact, current technological advances in the design and realization of micro-electro-mechanical systems have motivated the development of distributed methodologies that fit well into the multi-agent coordination paradigm for cooperative optimization [1]. In this work, we focus our attention on a popular family of optimization algorithms, referred to as coordinate gradient-descent methods, which substantially involves a local update of a subset of the decision variable to globally reach an optimum under reasonable assumption of the cost function [2]–[14]. This collaborative optimization paradigm offers several interesting advantages, such a substantial reduction of the computational effort, due to the fact that every agent is only required to steer its local state towards the optimal solution according to its partial derivative.

Nowadays, a great amount of coordinate gradient-descent methods can be found at the state of the art. A typical optimization formulation involves a sum of locally convex functions, where the objective is to steer a common variable towards the optimal value. Although the majority of the works are focused on distributed discrete-time protocols [2]–[7], more recently, as pointed out in [8], continuous-time multi-agent approaches have been applied to distributed optimization problems as promising and useful techniques [8]–[14].

In our setting, we consider an alternative problem formulation which instead involves the sum of locally coupled convex functions. As pointed out in several works [4], [5], [15], this setting is fundamentally different from the previous one as the pairwise state coupling between the agents naturally leads to a coupling in the definition of the gradient components, thus rendering the design of fully distributed algorithms more challenging. A typical solution at the state of the art to solve this problem is to rely on discrete-time implementations where the 2-hop information is recovered by 2-rounds of communications for each iteration of the optimization algorithm [4], [15]. More recently, in [5] a solution amenable for distribution which, under a suitable condition on the step size, is provably locally resilient to communication failures at the price of reduced converge speed has been proposed.

In this work, we propose a novel alternative continuous-time solution which does not require 2-rounds of communication but, instead, exploits an estimate of the 2-hop neighborhood provided by local observers along with the (one-time) exchange of the structure of the local components of the gradients for pairs of neighboring agents. The major novelty of this work, which is based on the general $k$-hop graph-based local observer proposed in [16], is the introduction of adaptive gains to render the convergence independent from: i) the structure of the network topology and ii) the local gains of the signed gradient-descent of each agent. In addition, we demonstrate the finite-time convergence of the local observer with adaptive gains and the finite-time convergence of the signed gradient descent method where the outcome of the local observer is used to compute the descent direction.

II. PRELIMINARIES

A. Agent and Network Modeling

Let us consider a system composed of $n$ agents where each agent $i$ satisfies the continuous-time single integrator dynamics

$$
\dot{x}_i = u_i, \quad u_i \in \mathbb{R}^d
$$

(1)

and let us denote with $x$ the stacked vector collecting the state of all agents, that is $x = [x_1^T, \ldots, x_n^T]^T \in \mathbb{R}^{nd}$. Assume the interaction among the agents to be described by an undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, \ldots, n\}$ is the set of agents and $\mathcal{E} = \{(i, j)\}$ is the set of pairwise interactions among agents $i$ and $j$. Note that since the graph is undirected the existence of an edge $(i, j)$ implies that an edge $(j, i)$ exists as well. Thus, the indexes $i$ and $j$ can be arbitrarily switched. Let us denote with $\mathcal{N}_i^1 = \{j \in \mathcal{V} : (i, j) \in \mathcal{E}\}$ the 1-hop neighborhood of agent $i$. In addition, let us denote with
\( N_i^2 = \{ j \in V : (i, j) \in E \lor (k, j) \in E, k \in N_i \} \) the 2-hop neighborhood of agent \( i \) with no repetitions, that is only one copy of the index of common agents is included in such neighborhood. Furthermore, let us denote with \( N_i^a = N_i^0 \cup \{ i \} \), that is the augmented \( a \)-hop neighborhood of agent \( i \), including agent \( i \) itself, with \( a \in \{ 1, 2 \} \). Note that, the knowledge of the 2-hop neighborhood can be still assumed local as it can be provided by 1-hop agents. In addition, we point out that we do not require any knowledge of the network topology underlying the 2-hop neighborhood.

Let us now introduce the (sub)-graph \( G_i^2 \) obtained by reducing \( G \) with respect to \( N_i^2 \), that is \( G_i^2 = \{ V_i^2, E_i^2 \} \) where \( V_i^2 = N_i^2 \) and \( E_i^2 \subseteq E \) : \( (p, q) \in E_i^2 \leftrightarrow (p, q) \in V_i^2 \). In addition, let us define the Laplacian matrix \( L_i^2 \) associated to \( G_i^2 \) as \( L_i^2 = D_i^2 - A_i^2 \) where \( D_i^2 \) and \( A_i^2 \) are the related degree matrix and adjacency matrix, respectively.

Let us denote with \( I_d \) and \( O_d \) an identity square matrix and a zero square matrix of dimension \( d \), respectively. Similarly, let us denote with \( O_{d \times p} \) a zero matrix with \( d \) rows and \( p \) columns.

Let us denote with \( x_i \) the vector containing the actual state \( x_j \) of the agents belonging to the augmented 2-hop neighborhood \( N_i^2 \) of an agent \( i \), that is \( x_i = P_i x = [x_{f(1)} T, \ldots, x_{f(n_i)} T]^T \) with \( n_i = |N_i^2| \). The cardinality of the augmented 2-hop neighborhood, \( f_i(\cdot) \) a monotonically increasing direct mapping function defined as \( f_i : \{ 1, \ldots, n_i \} \to N_i^2 \) that maps the local indexes \( \{ 1, \ldots, n_i \} \) into the subset of global indexes \( \{ 1, \ldots, n \} \) belonging to \( N_i^2 \), and \( P_i = P_i \otimes I_d \) a selection matrix obtained according to the given graph structure \( \mathcal{G} \). In particular, \( P_i \) is a \( n_i \times n \) binary matrix with \( P_i(m, j) = 1 \) \( \iff j \in N_i^2 \) with \( j \geq m \) or \( P_i(m, j) = 0 \) otherwise. Note that, \( P_i \) is a vector which has the same size as the vector \( x \) but it contains only the components of the agents \( j \in N_i^2 \) by preserving the original index ordering.

Let us also define the inverse mapping \( g_i(\cdot) \) of the function \( f_i(\cdot) \) as \( g_i : N_i^2 \to \{ 1, \ldots, n_i \} \) that maps the subset of global indexes \( \{ 1, \ldots, n \} \) for which \( j \in N_i^2 \) in the local indexes \( \{ 1, \ldots, n_i \} \). Let us now define the state estimate \( \hat{x}_i \) of an agent \( i \) as \( \hat{x}_i = [\hat{x}_{i,f(1)}^T, \ldots, \hat{x}_{i,f(n_i)}^T]^T \) where \( \hat{x}_{i,f(p)} \) is the estimate of the state \( x_{f(p)} \) carried out by the agent \( i \).

Finally, let us denote with \( \otimes \) the Kronecker product, and given a matrix \( Q \) with \( \lambda_j(Q), \lambda_{min}(Q) \) and \( \lambda_{max}(Q) \) the generic, the minimum and the maximum eigenvalues of \( Q \).

### B. Problem Setting

Our objective is to design \( u_i(t) \) using only 1-hop local interactions for the agent \( i \) dynamics given in eq. (1), such that the agents can collaborate to find the optimal state \( x^* = [x_1^*, \ldots, x_n^*]^T \) that solves the following optimization problem

\[
\min_{x} J(x) \triangleq \min_{x} \sum_{i=1}^{n} J_i \left( \{ x_j \}_{j \in N_i^1} \right)
\]

We reiterate that the global objective given in eq. (2) is the sum of locally coupled cost functions, that is each \( J_i \) depends only on information concerning the 1-hop augmented neighborhood \( N_i^1 \) of agent \( i \).

The following technical assumption concerning the structure of the local objective is now introduced to define uniqueness of the optimal solution \( x^* \).

**Assumption 1 (Strict Convexity).** The local objective functions \( J_i(x) \) with \( i \in \{ 1, \ldots, n \} \) are strictly convex.

Note that, under Assumption 1 if an optimal solution \( x^* \) exists for the optimization problem given in eq. (2), then it is also unique [17], that is

\[
x^* = \arg \min J(x)
\]

We are now ready to formally state our problem.

**Problem 1.** Consider an optimization problem of the form (2) where the local objective functions satisfy Assumption 1. Assume an optimal solution \( x^* \) for such optimization problem exists. In addition, consider a multi-agent system with dynamics (1) and design \( u_i(t) \) such that \( x^* \) converge to the optimal state \( x^* \) in finite-time, that is there exists \( T > 0 \) such that

\[
||x(t) - x^*|| = 0, \quad \forall t \geq T
\]

### C. Continuous-Time Gradient Descent Optimization

In this section, we briefly overview continuous-time gradient descent optimization for the problem at hand. In particular, it can be proven that the following gradient descent control input \( u_i(t) \) solves the optimization problem in eq. (2) under Assumption 1

\[
u_i(t) = -\nabla_{x_i} J(x)
\]

Notably, for the class of global objectives given in (2), i.e., a sum of locally coupled cost function, as pointed out in several works [4], [5], [15], the gradient descent control input given in (5), cannot be naively implemented in a fully distributed manner. To better understand this point it suffices to further develop the gradient \( \nabla_{x_i} J(x) \) to notice that it requires 2-hop informations, that is

\[
\nabla_{x_i} J(x) = \nabla_{x_i} J_1 \left( \{ x_j \}_{j \in N_i^1} \right) + \sum_{k \in N_i^1} \nabla_{x_k} J_k \left( \{ x_j \}_{j \in N_i^1} \right)
\]

where the notation \( \nabla_{x_i} J(x_i) \) is used to emphasize the dependence of the gradient from the augmented 2-hop neighborhood of agent \( i \).

### III. OBSERVER-BASED SIGNED GRADIENT DESCENT

In this section, we describe the proposed distributed continuous-time signed gradient descent which relies on local observers to compute the descent direction.

Let us consider a multi-agent system composed of \( n \) agents and assume each agent \( i \) is running the following control law

\[
dx_i = -c_i \, \text{sign} \left( \nabla_{x_i} J(\hat{x}_i) \right)
\]

where \( c_i \) is a positive scalar gain, \( \text{sign}(\cdot) \) is the component-wise signum function and \( \hat{x}_i \) is computed as follows

\[
\hat{x}_i = \Theta_i \, \text{sign} \left( \xi_i - \hat{x}_i \right)
\]

\[
\xi_i = H_i (x_i - \hat{x}_i) + \sum_{j \in N_i^1} \tilde{P}_j \left( -\tilde{P}_j^T \tilde{P}_j \tilde{x}_i + \tilde{P}_j^T \tilde{P}_j^T \hat{x}_i \right) + \hat{x}_i
\]
with \( \hat{H}_i = H_i \otimes I_d \) where \( H_i \in \mathbb{R}^{n_i \times n_i} \) is a diagonal matrix with all the diagonal elements equal to zero but the entry \((g_i(i), g_j(i))\) that is equal to 1, and \( \Theta_i \) a diagonal matrix of gains defined as \( \Theta_i = \text{diag}\{\theta_{i, f_i(1, i)}, \ldots, \theta_{i, f_i(n_i, i)}\} \otimes I_d \) where \( \theta_{i, f_i(j)} \) is a scalar gain driven by the dynamics
\[
\dot{\hat{x}}_{i, f_i(j)} = \omega_{i, f_i(j)}(t)
\]
where \( \omega_{i, f_i(j)} \) is an update law to be defined.

A few remarks are now in order.

- From an algorithmic standpoint, each agent \( i \) can easily extract from \( \hat{x}_i \) (with \( j \in \mathbb{N}_2^i \)) information concerning its own 2-hop neighborhood \( (\mathcal{N}_2^i)^c \) given the fact all agents IDs are unique with no need to build each matrix \( P_j \).
- Neighboring agents \( (i, j) \in \mathcal{E} \) share the analytical functions encoding their local gradients \( \nabla_{x_i, j} \) and \( \nabla_{x_j, i} \), respectively. Indeed, this is a mild assumption as it requires a one-hop information to be shared once before running the algorithm.

A. Finite-Time Convergence of Local Observers

In this section, we focus on demonstrating the finite-time convergence of the proposed local observer given in (9). Note that, since this 2-hop local observer is inspired by the k-hop graph-based local observer proposed in [16], we focus our attention only on the main novelty introduced here, that is a proof of stability with a matrix \( \Theta_i \) of adaptive gains, which does not require any a priori knowledge on the bound of the input \( u_i \).

In particular, by following the logic of the analysis given in [16], instead of proving that each agent \( i \) is able to estimate the state of the 2-hop neighboring agents (namely, \( x_i \)), we first show that this is equivalent to demonstrate that the local state \( x_i \) of each agent \( i \) is estimated by the agents belonging to its 2-hop augmented neighborhood \( \mathcal{N}_2^i \); and then we prove that our observer can achieve this in finite-time.

Let us consider an agent \( i \) and notice that for any index \( l \in \mathbb{N}_2^i \), it follows \( \hat{x}_{i, l} = S_l P_f \hat{x}_i \), while for any index \( l \notin \mathbb{N}_2^i \) it follows that \( S_l P_f \hat{x}_i \) is null, where the selection matrix \( S_l \) is defined as \( S_l = \{O_{d_0}, \ldots, I_d, \ldots, O_{d_{2n}}\} \) with \( I_d \) the l-th block. Now, let us define the vector \( \hat{\zeta}_i \) which collects \( n_i \) copies of the state \( x_i \) as \( \hat{\zeta}_i = \sum_{j=1}^{\mathcal{N}_2^i} x_i \), and the vector \( \tilde{\zeta}_i \), which collects the estimate of the state \( x_i \) computed by the 2-hop neighbors of agent \( i \) including itself, i.e., \( \forall j \in \mathcal{N}_2^i \), as
\[
\hat{\zeta}_i = \begin{bmatrix} \hat{x}_{f_i(1, i)} & \cdots & \hat{x}_{f_i(n_i, i)} \end{bmatrix}^T
\]
\[
\tilde{\zeta}_i = \begin{bmatrix} \hat{x}_{f_i(1, i)} & \cdots & \hat{x}_{f_i(n_i, i)} \end{bmatrix}^T
\]
where \( \tilde{x}_{f_i(q, i)} = S_{P_f(q)} \hat{x}_{f_i(q)} \) with \( q \in \{1, \ldots, n_i\} \).

In addition, let us denote with \( \hat{\zeta}_i \) the collection of the estimation errors of the state \( x_i \), made by the agents belonging to the augmented 2-hop neighborhood \( \mathcal{N}_2^i \) of an agent \( i \), defined as \( \hat{\zeta}_i = \zeta_i - \tilde{\zeta}_i \).

We now state the equivalence between the fact that an agent \( i \) can estimate \( x_i \) and the fact that the agents belonging to the 2-hop augmented neighborhood of agent \( i \), i.e., \( \mathcal{N}_2^i \), can estimate its state \( x_i \).

Lemma 1. Consider a multi-agent system running the local 2-hop observer given in eq. (8). The following facts are equivalent:
- \( x_i \rightarrow \hat{x}_i, \quad \forall i \in \{1, \ldots, n\} \)
- \( \hat{x}_{f_i(j)} \rightarrow x_i, \quad \forall l \in \mathcal{N}_2^i, \quad \forall j \in \{1, \ldots, n\} \)

Proof. The proof follows from [16].

From Lemma 1 it follows that, from a mathematical standpoint, proving the finite-time convergence of the local observer can be equivalently expressed in terms of the variables \( \hat{\zeta}_i \) with \( i \in \{1, \ldots, n\} \) as follows.

Problem 2. There exists \( T > 0 \) such that
\[
\|\hat{\zeta}_i(t) - \zeta_i(t)\| = 0, \quad \forall t \geq T, \quad i \in \{1, \ldots, n\}
\]

In the rest of this section, we focus on proving that the condition given in eq. (11) is achieved by the 2-hop local observer given in eq. (8).

At this point, our goal is to define the form of the error dynamics \( \hat{\zeta}_i \) for all \( i \in \{1, \ldots, n\} \).

Lemma 2. Consider a multi-agent system running the local 2-hop observer given in eq. (8). The error dynamics of \( \hat{\zeta}_i \) with \( i \in \{1, \ldots, n\} \) has the following form
\[
\dot{\hat{\zeta}}_i = \Theta_i \left( (M_i^2 \otimes I_d) \hat{\zeta}_i + \mu_i \right)
\]
with \( \Theta_i = \text{diag}\{\theta_{f_i(1, i)}, \ldots, \theta_{f_i(n_i, i)}\} \otimes I_d \), \( M_i^2 = \mathcal{L}_i^2 + H_i \), and \( \mu_i = 1_{n_i} \otimes u_i \).

Proof. The proof follows from [16], with the matrix \( \bar{A}_i = O_{d_{2n}} \) a matrix of zeros, the matrix \( \bar{B}_i = I_{d_{2n}} \) an identity matrix, the gain \( \omega_i = 0 \), and the scalar constant gain \( \theta_i \) is replaced by the matrix \( \Theta_i \) of adaptive gains.

Let us now demonstrate the finite-time convergence of the proposed 2-hop graph-based observer, that will be achieved by proving the finite-time convergence of the error dynamics given in eq. (12), according to Lemma 1.

Theorem 1. Let us consider a multi-agent system composed of \( n \) agents, where each agent \( i \) evolves according to (8), with the finite-time 2-hop observer given in (8), and adaptive gains evolving according to (9). Assume, the input \( u_i \) to be bounded (unknown bound), then \( \hat{\zeta}_i \) reaches the origin in finite-time by choosing \( \omega_{i, f_i(j)} \) such as
\[
\omega_{i, f_i(j)} = \begin{bmatrix} S_l P_f \hat{x}_i \end{bmatrix} \quad \text{sign} \left( S_l P_f \hat{x}_i \right)
\]

Proof. In order to prove the theorem, let us consider the following Lyapunov candidate function
\[
V_i = \frac{1}{2} \hat{\zeta}_i^T (M_i^2 \otimes I_d) \hat{\zeta}_i + \frac{1}{2\alpha} \sum_{i \in \mathcal{N}_2^i} (\theta_{i, i} - \gamma_{i, i})^2
\]
where \( \gamma_{i, i} \) is an upper bound for \( \theta_{i, i} \) (i.e., \( \theta_{i, i} - \gamma_{i, i} \leq 0 \)) and \( \alpha \) is a positive constant. Therefore, by exploiting eq. (12) and by defining \( \dot{V}_i = \text{diag}\{\gamma_{f_i(1, i)}, \ldots, \gamma_{f_i(n_i, i)}\} \otimes I_d \) the derivative of \( V_i \) becomes
\[
\dot{V}_i = \hat{\zeta}_i^T (M_i^2 \otimes I_d) \hat{\zeta}_i + \frac{1}{\alpha} \sum_{i \in \mathcal{N}_2^i} (\theta_{i, i} - \gamma_{i, i}) \dot{\theta}_{i, i}
\]
\[
= - \hat{\zeta}_i^T (M_i^2 \otimes I_d) \Theta_i \left( (M_i^2 \otimes I_d) \hat{\zeta}_i + \mu_i \right) + \hat{\zeta}_i^T (M_i^2 \otimes I_d) \mu_i + \frac{1}{\alpha} \sum_{i \in \mathcal{N}_2^i} (\theta_{i, i} - \gamma_{i, i}) \omega_{i, i} \pm \sum_{i \in \mathcal{N}_2^i} \gamma_{i, i} \omega_{i, i}
\]
At this point, by considering the expression of $\omega_{t,i}$ in eq. (13), the following chain of equalities holds (see [16] for details)

$$\tilde{\zeta}_t^T(M_i^2 \otimes I_d) \tilde{\vartheta}_t \xi_t = \sum_{l \in N_i^2} \gamma_{l,i} (S_i \tilde{\vartheta}_t^T(\xi_l - \bar{\xi}_t)) + \sum_{l \in N_i^2} \gamma_{l,i} \omega_{l,i,1} \geq 0$$

and (which is obtained according to a similar reasoning as above)

$$\tilde{\zeta}_t^T(M_i^2 \otimes I_d) \tilde{\vartheta}_t \xi_t = \sum_{l \in N_i^2} \theta_{l,i} \omega_{l,i,1}$$

Thus, the Lyapunov time derivative $\dot{V}$ can be rewritten as

$$\dot{V} = -\sum_{l \in N_i^2} \theta_{l,i} \omega_{l,i,1} + \tilde{\zeta}_t^T(M_i^2 \otimes I_d) \mu_i$$

$$\dot{V} \leq \left(1 - \frac{1}{\alpha} \right) \sum_{l \in N_i^2} \theta_{l,i}(\tilde{\vartheta}_t - \gamma_{l,i}) \omega_{l,i,1} + \tilde{\zeta}_t^T(M_i^2 \otimes I_d) \mu_i \leq \left(1 - \frac{1}{\alpha} \right) \sum_{l \in N_i^2} \theta_{l,i}(\tilde{\vartheta}_t - \gamma_{l,i}) \omega_{l,i,1} + \left(1 - \frac{1}{\alpha} \right) \sum_{l \in N_i^2} \theta_{l,i}(\tilde{\vartheta}_t - \gamma_{l,i}) \omega_{l,i,1}$$

$$\dot{V} \leq \left(1 - \frac{1}{\alpha} \right) \sum_{l \in N_i^2} \theta_{l,i}(\tilde{\vartheta}_t - \gamma_{l,i}) \omega_{l,i,1} + \left(1 - \frac{1}{\alpha} \right) \sum_{l \in N_i^2} \theta_{l,i}(\tilde{\vartheta}_t - \gamma_{l,i}) \omega_{l,i,1} + \left(1 - \frac{1}{\alpha} \right) \sum_{l \in N_i^2} \theta_{l,i}(\tilde{\vartheta}_t - \gamma_{l,i}) \omega_{l,i,1}$$

from which it follows

$$\dot{V} \leq -\phi_{M,i} \left( \|\tilde{\zeta}_t\| + \sum_{l \in N_i^2} |\theta_{l,i} - \gamma_{l,i}| \right)$$

with $\phi_{M,i} = \min \left\{ \frac{1}{\alpha} - 1, (\lambda_{\min}(\tilde{\vartheta}_t) - \|\mu_i\|)\lambda_{\min}(M_i^2) \right\}$

and $\varepsilon = \min_{l \in N_i^2} \omega_{l,i,1}$.

At this point, by considering the following inequality

$$\left(\tilde{\zeta}_t \left( \sum_{l \in N_i^2} |\theta_{l,i} - \gamma_{l,i}| \right) \right)^2 \geq \|\tilde{\zeta}_t\|^2 + \left(\sum_{l \in N_i^2} |\theta_{l,i} - \gamma_{l,i}| \right)^2 \geq \|\tilde{\zeta}_t\|^2 + \left(\sum_{l \in N_i^2} |\theta_{l,i} - \gamma_{l,i}| \right)^2 = \frac{V_i}{\phi_{M,i}}$$

it follows that eq. (20) can be finally rewritten as

$$\dot{V} \leq -\frac{\phi_{M,i}}{\sqrt{\phi_{M,i}}} \sqrt{V_i}$$

which proves the finite-time convergence of $V$ to zero, thus completing the proof.

**B. Finite-Time Convergence of the Signed Gradient Descent**

In this section, we demonstrate the finite-time convergence of the signed gradient descent given in (17). Our analysis follows from [18], where the main technical difference relies on the fact that in our scenario the signed gradient descent protocol is fed with the estimated states rather than the actual ones. In particular, first we show that, by resorting to [18], under Assumption 1, a (centralized) signed gradient descent policy fed with the required 2-hop information $x_i$ for each agent $i$ would converge towards the optimal solution $x^*$ in finite-time; then we demonstrate that the proposed signed gradient descent policy fed with the estimated state $\bar{x}_i$ provided by the local observer run by each agent $i$ still converges towards the optimal solution $x^*$ in finite-time.

Let us now show the finite-time convergence of a (centralized) signed gradient descent policy where each agent $i$ has full access to its 2-hop neighborhood information $x_i$.

**Proposition 1.** Consider a multi-agent system with agent dynamics (1). Assume each agent $i$ has instantaneous access to the 2-hop augmented neighborhood state $x_i$. Then, the following control law $u_i(t)$ with $i \in \{1, \ldots, n\}$ solves Problem 7

$$u_i(t) = -c_i \mathrm{sign} (\nabla_{x_i} J(x_i))$$

with $\nabla_{x_i} J(x_i)$

**Proof.** To prove this result, it suffices to notice that under Assumption 1, the Hessian $H_f(x)$ matrix of the global objective function $J(x)$ is positive definite by construction. Therefore, the finite-time convergence of the signed gradient descent control law given in (22) follows directly from [18, Theorem 8].

**Theorem 2.** Consider a multi-agent system with agent dynamics (1). Assume each agent $i$ is running the update law (7), the 2-hop state observer (8) and the gains $\theta_{l,i}(1)$ with $j \in \{1, \ldots, n_i\}$ are updated according to Theorem 1. Then, the multi-agent system reaches the optimal solution $x^*$ in finite-time and Problem 4 is solved.

**Proof.** To prove this result, it suffices to notice that the update law (7) can be rewritten as

$$u_i(t) = -c_i \mathrm{sign} (\nabla_{x_i} J(x_i - \varepsilon_i))$$

(23)
where the second equality follows from the fact that for all $t \geq T$ it holds $\|\epsilon_i(t)\| = 0$, $i \in \{1, \ldots, n\}$. It follows that eq. (23) becomes

$$u_i(t) = -c_i \sin(\nabla x_i J(x_i)), \quad t \geq T \tag{24}$$

thus, the condition given in Proposition 1 holds and the result follows from Assumption 1.

IV. SIMULATION RESULTS

In this section, we propose simulation results involving a weighted least-square (WLS) estimation problem formulation. In particular, motivated by the needs of our recent EU project PANTHEON – “Precision farming of hazelnut orchards” (Grant Agreement number 774571) and inspired by recent works in the field of precision farming [19], [20], we are interested in the application of distributed WLS techniques to identify the thermal properties of a soil.

As pointed out in several works in the field of precision farming, such as in [21], the investigation of the thermal properties of a soil can have significant practical consequences, e.g. evaluation of optimum conditions for plant growth and development, and can be utilized for the control of thermal-moisture regime of soil in the field. Specifically, in the context of the PANTHEON project, these parameters can be used to compute the coefficients of the dynamical model proposed in [22] in order to design an advanced water management system for large-scale hazelnut orchards. Briefly, this dynamical model is a discretization of the field into small rectangular parcels, where for each parcel $i$ the variation of the soil moisture is obtained according to a hydrological balance model. As a consequence, the finite-time distributed methodology proposed in this paper could be used within the context of an Internet of Thing (IoT) monitoring network deployed over the field, as the one that is being developed within this project, in order to identify the coefficients of the dynamical model of the different parcels in a collaborative fashion.

As pointed out in several works [4], [5], WLS problems follow into the family of objective functions $J(x)$ for which the local components $\nabla x_i J(x_i)$ of the gradient $\nabla x J(x)$ requires 2-hop information. Let us now briefly review the WLS problem formulation. To this end, let us denote with $y_i \in \mathbb{R}^q$ and $\nu_i \in \mathbb{R}^q$ the measurement vector and the corresponding measurement noise vector, respectively.

In particular, for each agent $i$ the measurement model $y_i$ can be written as

$$y_i = \sum_{j=1}^{n} W_{ij} x_j + \nu_i = \sum_{j \in \mathcal{N}_i^1} W_{ij} x_j + \nu_i \tag{25}$$

where the second equality follows from the fact that $W_{ij} = 0_{q \times d}$ for any $j \not\in \mathcal{N}_i^1$. At this point, by introducing the stacked vectors $y = [y_1^T, \ldots, y_n^T]^T \in \mathbb{R}^{qn}$ and $\nu = [\nu_1^T, \ldots, \nu_n^T]^T \in \mathbb{R}^{qn}$, eq. (25) can be equivalently expressed in vector form as

$$y = Wx + \nu \tag{26}$$

where the matrix $W$ is defined as $W = [W_1^T, \ldots, W_n^T]^T \in \mathbb{R}^{qn \times nd}$ and the matrix $W_i$ defined as $W_i = [W_{i1}, \ldots, W_{in}] \in \mathbb{R}^{q \times nd}$.

It follows that the global objective function to be minimized encoding the WLS problem formulation is

$$J(x) = \sum_{i=1}^{n} J_i \left( \{x_j\}_{j \in \mathcal{N}_i^1} \right) = \frac{1}{2} || y - Wx ||^2 \tag{27}$$

where each local objective $J_i \left( \{x_j\}_{j \in \mathcal{N}_i^1} \right)$ is

$$J_i \left( \{x_j\}_{j \in \mathcal{N}_i^1} \right) = \frac{1}{2} || y_i - W_i x ||^2 \tag{28}$$

We reiterate that the minimization of the local objective function $J_i$ in eq. (28) requires 2-hop information concerning the augmented neighborhood $\mathcal{N}_i^1$ of each agent $i$ to compute the components of the gradient as pointed out in [5]. Thus, it cannot be naively implemented in a fully distributed manner as it is.

For the numerical simulations, we consider a multi-agent system composed of 16 agents with continuous-time single integrator dynamics as in eq. (1) where $d = 1$ and measurement model as in eq. (25) with $q = 2$. In particular, within the context of the precision farming setting described above, an agent $i$ represents the $i$-th element of an Internet of Thing (IoT) monitoring network and it is located on the $i$-th parcel of the field. In particular, Figure (1a) depicts the undirected graph $G = \{V, \mathcal{E}\}$ encoding the pairwise interactions among the agents, which according to the model given in [22] represents possible interactions between neighboring parcels. Both the centralized signed gradient descent based on the knowledge of the 2-hop neighborhood, as presented in Figure (1b) shows the optimization carried out over time by the centralized signed gradient descent based on the knowledge of the 2-hop information, which reaches the global minimum in finite-time according to Proposition 1. Figure (1d) shows the behavior of the proposed approach where it can be noticed an increasing trend of the cost function during the first seconds of the execution due to the erroneous knowledge of the 2-hop neighborhood for each agent $i$. Figure (1c) shows the adaptive tuning of the gains $\Theta_i = \text{diag}(\theta_{iJ,1}, \ldots, \theta_{iJ,|\mathcal{N}_i^1|})$ for the agent 4, where it should be noticed that the 2-hop neighborhood is composed of 5 agents, namely $\mathcal{N}_i^2 = \{2, 3, 7, 8, 12\}$, while Figure (1e) shows the finite-time convergence of the local observers according to Theorem 2. Finally, Figure (1f) numerically demonstrates how the state $x$ computed by the proposed distributed approach reaches the (dashed) optimal value $x^* = (W^T W)^{-1} W^T y$ in finite-time according to Theorem 2.

V. CONCLUSIONS

A distributed optimization problem for continuous time multi-agent systems where the global objective is defined as the sum of locally coupled strictly convex cost functions has been addressed. A novel alternative approach based on a distributed signed gradient descent algorithm which relies on local observers to compute the descent direction has been proposed. The proposed approach does not require 2-rounds of communications but instead exploits an estimate of the 2-hop neighborhood provided by the local observers along with the (one-time) exchange of the structure of the local components of
the gradients for pairs of neighboring agents. A weighted least squared problem formulation, which can be used in the context of precision-farming to identify the soil thermal properties in a large-scale hazelnut orchard to design an intelligent water management system, has been proposed as an optimization problem case study to numerically corroborate the theoretical findings. Future work will mainly focus on generalizing this optimization framework for time-varying global cost functions.
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