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Abstract—This paper focuses on the constrained control of
UAVs in geofencing applications. Although geofence systems are |
becoming more attractive as a research topic, most works are =
focusing on defining the boundaries of the admissible geograph- i
ical region without addressing the control issues and boundary- - - <%
handling problems. In this paper, we propose a constrained
control scheme to steer an UAV to the desired position while
ensuring constraints satisfaction at all times. To do so, we
make use of the recently introduced Explicit Reference Governor
framework. The proposed scheme is validated through extensive
experimental studies carried out in a laboratory environment.

. INTRODUCTION

Unmanned Aerial Vehicles (UAVsS) have attracted the aty
tention of several researchers in the last decade as thg
applications have significantly widened following technolog-
ical and theoretical improvements. In particular, UAVs are Fig. 1. lllustration of geofencing applications for UAVs.
nowadays widely used im.g., surveillance [[1], monitoring
[2], photographyl[B], agriculture [4], and search and resc
missions [[5]. As UAVs are increasingly used in our dail
life, regulations on flight operations have become crucial
enforce safety and security of aerial missions. This necessit

the development of technologies that allow UAVs to safelgeofencing applications for UAVs and the constrained control

navigate according to the regulations. o . .
S : . . . _concept. More specifically, this paper proposes a constrained
Geofencing is a technique that defines virtual boundaries In . .
ntrol scheme based on the ERG framework, which will

a specific geographical area (see Fy. 1), which has rece i applied to a UAV evolving in a constrained environment.

attracted some interest in the research community [6], [7]. ne scheme consists in two parts: (i) pre-stabilizing the UAYV,

the presented geofence systems, once the defined boundaries’,.. . .

. oI : . and (i) using the Lyapunov theory to enforce constraints

are violated, the reaction is limited to alerting the pilot of_.. . , .

. . . satisfaction. To the best of the authors’ knowledge, no effective

cutting the power of the UAVL]8]. This obviously hampers thé . : .

o work is presented in the literature on how to control UAVs
efficiency of the geofence system.

From a technical viewpoint, preventing UAVs from violatin%() to prevent them from violating the boundaries defined by

We to its simplicity and low computational efforts compared
0 optimization-based schemesd.,Model Predictive Control
).

he main goal of this paper is to bridge the gap between

the boundaries defined by the geofence system can be eofence systems. One of the most remarkable features of

. . ) G is that its very low computational efforts, which fits well
sidered as a constrained control problem. Constrained contro : -
! ) . . with geofencing applications.
addresses the problem of enforcing constraints satisfaction ; ; . . .
his paper is organized as follows. First, the problem is

all times while ensuring that control objectives are achieve%tated the typical constraints in geofence systems are for-

Recently, the Explicit Reference Governor (ERG) SChe”?f*?ulated, and the main control objectives are defined. After-

was introduced as a solution to constrained control prOblerﬁrds, an ERG-based constrained control scheme is proposed.

[ The ERG sgheme 'S aladd-on_ unit which suitably Finally, the proposed scheme is validated through extensive
modifies the derivative of the applied reference such th&t(

) : ) ﬁ)erimental studies carried out on AR Drone
constraints are enforced at all times. This scheme has bee
proved to be effective in the field of aerial robotics|[10]2{13], II. PROBLEM STATEMENT
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velocity of the UAVP:= [px Py P T € R3, and the attitude whereK, > 0 € R3*2 andKq > 0 € R3*3 are the proportional
(quaternion) of the UAVg € H. We assume the inputs of theand derivative gains, respectively.

system to be the thrudt > 0 € R and the desired quaternion For what concerns the tracking of the desired attitgge
e == [aco qc,V]T € H, whereqc o € R andqc, € R® are the we use the following control law [12]:

real and the imaginary parts g, respectively. In this paper,

. ra
we use the classical model of a UAV presentedid [15]. Since a sin (5) -
in this model the dynamics of the attitude is independent of 4c.0 = cos(i) dev="T>1H, [F R 0, (5
the position dynamics, without loss of generality we assume RE+F

that the UAV attitudeq is already pre-stabilized to reacq.

. . . . — /E24F2
In general, in geofencing applications we have two types W'herea - arctar( i X_+ y/FZ)‘ ) ) .
constraints (or boundaries): Note that for sufﬁmen_tly fast inner loop dynamics and using
o . the control law [[B){(b), it is possible to prove that the system
1) Wall constraints: The constraints are a convex polytope icall bl d that it b i
composed of the collection of linear inequalities as IS asymptotically §ta e andt a.t It becomes a inear system
[12]. In the following, (A,B,C,D) is a state-space realization

W={p|c'p+d>0}, (1) of the aforementioned pre-stabilized linear system.

wherec € R®>™ andd € R™, with ny, € No the number B ERG Implementation
of wall constraints. This type of constraint represents the . _ : .
boundaries of the authorized flying zone to avoid UAV% Once the p(_)smon and attitude OT the UA.V 'S stabll_l_zed,
o the next step is to add the constraint-handling capability to
entering illegal zones. ‘ traintd Y12, This will be d b ing th
2) Obstacle constraints The constraints defined for theErllqur?ce cons rilrt] LI )t. thls Wi i € ofne y us%gs €
i-th obstacle are vertical infinite cylinders ramework to generate the auxiiary re eren(s <
so that the trajectories of the pre-stabilized system are always
O={p| (Px—%i)>+ (Py—Yoi)? > 1}, (2) contained in a suitable invariant set. As shown [in] [16], an
intuitive choice for the invariant set is the invariant level set
cles, [xo,i yoi] € R represents the center of tirh defined b)_/ the Lyapunov theory. _Thus, tQ ensure sat|§fact|on
: LS ; . . of constraints[{1)E(2) at all times, it is sufficient to manipulate
obstacle and;, € Ry is its radius. This type of constraints I S
th% auxiliary reference(t) so that the Lyapunov function is

represents objects or zones that should be avoided, su

. . . . a?ways smaller than a suitably defined upper-bound. This can
as skyscrapers, antennas, jails, and military mstallauorEs

Note that constraint§]2) are located inside the boun ¢ done by mamp_ulatmg_the auxﬂlary referent) according
: . : 0 the following differential equation
aries defined by constrain{g (1).

The main goal of this paper is to utilize the so-called v(t) = AX(t),v(t)p(pg(t),v(t)), (6)
ERG framework so to handle the constraints that exist in
geofencing applications. In particular, the UAV has to pwith
controlled such that, starting from a suitable initial position
Po:= [Pox Poy Do,z]T € R3, it safely tends to the desired
position py := [Pdx Pdy Dd,z]T € R® without violating where k > 0 is a tuning parameter, x(t) =
constraints[{IL)t(2). () By(t) poAt) pu) Bylt) Pet)]" € R® is the
. CONTROL ARCHITECTURE state of the pre-stabilized system, and 1,2 corresponds
to constraints [[1) and[}2), respectively. Alsa(x(t),v(t))
p(pqa(t),v(t)) are the two fundamental components
he ERG scheme, called the Dynamic Safety Margin
SM) and the Attraction Field (AF), respectively (see
8. [@). Note thatlj(v(t)), i = 1,2 is determined such

wherei =1,....ny with ng € Ng the number of obsta-

A((t),v(t)) =k min(Fi(v(t)) =Vi(x(t),v(V))),  (7)

This section discusses the development of a constrai
control scheme for geofencing applications in detail. The fira} ¢
step is to pre-stabilize the system; then augmenting it with t
ERG to enforce constraints satisfaction. The complete scheg
is illustrated in Fig[P.

that Vi(x(t),v(t)) < Ti(v(t)) implies that the corresponding
A. Pre-stabilizing the UAV constraint is satisfied.
This section proposes a control law for the inplitanddc. Using the invariant Lyapunov level set to build the DSM,

The position of the UAV can be stabilized using the contrd(V(t)) can be interpreted as the maximum value of the

law proposed in[[12]. In particular, the thrugtis designed as Lyapunov fgnc'uon such that the Lyapunov level set touches
the constraintd {1]-{2) but does not violate them.

T=[F|, (3)  As shown in [9], determining (v(t)) at each time is an

where E ‘— [Fx 3 FZ}T € R3 is the total required force qptlmlzanon problem whlch usuaII_y needs to be s_,olved on-

: . o line. In general, an analytic solution does not exist for the
obtained through a Proportional-Derivative (PD) control law " .~ < .

: : . optimization problem. However, for some special cases of

with gravity compensation as ) : . .

Lyapunov functions and constraints, one can find an analytic

F=—Kp(p—pdg) —Kgp—mgz, (4) parameterized solution. In particular, for linear systems subject
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Fig. 2. Proposed ERG-based scheme for geofence applications

to linear constraintd{1) with a quadratic Lyapunov functiopoints away from the constraints. For the attraction term
in the following form: pa(pa(t),v(t)), the most intuitive choice is

V(X(t), V(1)) = (X(t) —Ry)) TP (X(E) — Ry Pa(t) —v(t)

8) - :
max{||pa(t) —v(t)|[,n}

Pa(Pd(t),v(t)) (14)

whereP=PT >0, andx,) € R" denotes the equilibrium point
associated to(t), it can be showr{ [16] that the optim@{v(t))

can be determined as

(CT)_(V(t> + d)2
c'Rylc

F(v(t)

whereRy, is the solution of the following optimization prob-

where n > 0 is a smoothing factor. The repulsion term
pr(pg(t),v(t)) is split into two terms as

Pr(Pa(t), v(t)) = pra(Pa(t), v(t)) + pr2(Pa(t), v(t)),

where pr1(-) and pr2(-) are repulsion terms associated to
constraints[{il) and2), respectively. Repulsion terms can be
considered as

(15)
9)

lem:
. T

Py= argminlog de(P) pr,l(-)—max{z_c p_d,o}i7 (16)
st. ATP4+PA<O 10 (-0 el |

P>cd (10) Px ;qXO,I

No _ .
P>0 pra() —zimax{%ﬁ} P —Yoi|,  (17)
Also, in the case of quadratic Lyapunov functions, it can be = qg

shown that for each obstacle given in constraihts [2y(t))

can be determined as [17]

T . 2
< (0O, ) (R~ Xv<t>)>

(I]Oi |>zv(l))T p-1 (DOi |>zv<l)) .

whereO; represents theth obstacle given in({2), and

Fv(t)) =

. Xe,i — Xy(t)
Xty = — 10— T X
O ki — Rl

with Xei = [Xo,i Yoi Ryt)3 0 0 O}T in which Xv(t),3 is

the third entry ofx,q) .

where > & >0 and@ = \/(px—xo,i)z— (Py—Yo,i)?. Note
that the repulsion term§ (1@)-(17) guarantee tHagi+d > &
and (px — Xo.)2+ (Py — Yo )2 > (ri + 8)? at all times.

(11) IV. EXPERIMENTAL RESULTS
The proposed scheme is applied to AR Droneof mass
m= 0.47 [kg] using the control law[{3) andl(5) combined with
(©). The gainK, andKy chosen for théAR Droneare given in
(12) Appendix. Furthermore, for the experiments we have chosen

k=2, =0.5, andd =0.4.

The general setup of the experimental environment is il-
lustrated in Fig[B. It consists of the optical motion capture
environmentOptitrack where the softwardlotive computes

For what regards the AF, it can be designed by decoupligge \sition and the attitude of the flying object with the help

into an attraction and a repulsion term as

P(Pd(t),v(t)) = pPa(Pa(t),v(t)) + pr(pa(t),v(t)),

of eightFlex 13cameras updated with a frequency of 120 Hz.

(13) These cameras can cover a flying space of 3.8 18 mx 3

m in X, y, and z coordinates, respectively. The communication

where pa(pq(t),v(t)) is a vector field which points towardsbetweenMotive and other client softwares is done through
the desired position, angl (pqy(t),Vv(t)) is a vector field which UDP communication using thilatNet service. The packets
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Fig. 4. Overview of the constraints. Time [s]
0
are sent from the computer to the UAV through Wi-Fi using SN b . |
the UDP protocol. q [reemA— . L Lr'rl
The UAV used in this paper is ttéarrot AR Drone 2.0The ‘ ‘ ‘ ‘ ‘ :
drone is fitted with five reflective markers in an asymmetric “0 25 50 75 100 125 150 175
way so thatMotive can distinguish the front from the back. Time [s]

Regarding the constraints, a net and a PVC pipe are used to o . _

represent constrainl(1) aid (2), respectively (secFig. ). £ Yelten oL e spocnae e ol o e Biove ok

the implementation of the proposed scheme, the programmiigentified linear model.

languagePythonis chosen because of its extensive use and the

availability of a great number of libraries. The source code is

available at[[18]. with a linear model to take advantage of the parametrized
Note thatp in @) is not directly measured during thel (v(t)) given in [9) and [(Ill). For this purpose, we apply

experiments; so, a velocity estimator needs to be implementggveral consecutive steps in all directions to the pre-stabilized

For this purpose, we utilized a linear Kalman Filter (KE)][19RR Drone Then, the N4SID algorithm[21] is utilized to

with covariance matrices of process and observation n@se$btain a linear approximation of the drone dynamics. This

andR, respectively. Sinc#lotive provides the precise positionresults in a éh-order state-space model with B, C, andD

of the AR Dronewith an error of about Imm], the covariance matrices as given in Appendix. To validate the approximated

matrix of observation nois® is selected diagonal whosemodel, the real position of th&R Droneis compared with

elements are equal to 18 As for the covariance matrix of the one obtained through the derived linear model. As seen

process nois€), by assuming a diagonal structure, the entrié8 Fig.[d, the variables obtained through the identified linear

are tuned heuristically as.@.. To validate the developedmodel follow the trend of the real ones.

KF experimentally, a pendulum with reflective markers (to Regarding the construction of the Lyapunov function for

measure its position bylotive) was set up in the captureconstraint [(IL), the probleni{lL0) is solved with the tool-

arena, such that it can oscillate in the yz-plane (5ee [20] foex provided in [[22]. For constrainf](2), the corresponding

details). As seen in Fifl] 5, the estimated position derived froggapunov function is constructed by solving the Lyapunov

the estimated velocity obtained by the developed KF follovisequality AT P, +P,A-+1g < 0, wherelg is the identity matrix

properly the trend of the real position of the pendulum.  of dimension 6x 6. The matricesR, and P, are given in
Since for linear systems one can easily find a quadrai@pendix.

Lyapunov function in the form of{8), we use a black box mod- To validate the proposed scheme experimentally, we con-

eling approach to approximate the pre-stabilizZZe Drone sider the two following case scenarios.
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marks represent the take-off, admissible, and non-admissible desired positioegresent the take-off and the desired positions, respectively.

respectively.

« Scenario 1: This scenario considers the case in which
the AR Droneis flying in an environment constrained
by a wall, where the admissible region &+ py +
1>0 (see Figr.EM). Starting from the initial position
po=[0 0 0, we first apply the desired reference
Pg = [O 0 —1.2}T to take off. Then, after the drone is
stabilized, we applypg = [-0.5 05 —1.2]T, which
is inside the admissible region. As seen in H§. 7, the
AR Dronecan reach the desired position. Afterwards,
we applypg = [-1 -1 —1.2]T, which is outside the
admissible region. As expected, it moves towards the
desired position, but stops and hovers near the wall, while
minimizing the distance with the desired reference.

eter Q09 [m| placed inside the admissible region of
Scenario 1,i.e., [X Yo = [-0.6 0.6] (see Fig.[}).
Similarly to Scenario 1, we start from the initial posi-
tion pp=[0 O O]FT, then apply the desired reference
pe=1[0 0 —09] to take off. After the stabilization

of the AR Drone the next desired reference % =
-1 12 —0.9]T. Note that this reference is chosen
such that without using the proposed scheme, the drone
would move in a straight line making it collide with the
obstacle (see Fid.4). As seen in Hig. 8, the Drone
moves accordingly and avoids colliding the obstacle and
the wall.

The videos of the aforementioned scenarios can be found

o Scenario 2: This scenario adds an obstacle of diamen https://wp.me/p9eDF3-8lI.
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V. CONCLUSIONS

This paper has proposed a constrained control scheme badd
on the ERG framework for geofencing applications. To verify
the effectiveness of the proposed scheme, we applied it to tf@ G. Bareth, J. Bendig, N. Tilly, D. Hoffmeister, H. Aasen, and A. Bolten,
AR Droneflying in a constrained environment. Experimental

results demonstrated that the proposed scheme is effective for

the case of UAVs evolving in a bounded space in the presence
of obstacles. Future works will aim at extending the results t&!
other types of constraintg.g.,non-convex class of constraints

and time-varying constraints).
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APPENDIX
COMPUTED MATRICES

05 0 0 05 0 ©
Kh=]0 05 0|,Kgy=|0 05 0
0 0 08 0 0 o4
—0.0703 0 09938 0 0
0 —0.064 0 0 09980 0
0 0 —0.0534 0 0 09923
A —1.7872 0 —~1.1057 0 0
0 —1.6302 0 —1.0044 0
0 0 —1.2956 0 0 —1.0573
0.0616 0 0
0 0.0556 0
0 0 00532
B= 115874 0 0
0 14382 0
0 0 12917
10 0 0 0 0 0 00
C=|0 1 00 0 0,D=]0 00
001 000 0 0O
50869 50981 Q0001 03446 03610 00001
50981 51194 Q0001 04039 04261 00002
b 101 0.0001 00001 00005 00004 Q0004 Q0004
w= 0.3446 04039 00004 13942 14610 00006
03610 04261 00004 14610 15416 00007
0.0001 00002 00004 00006 Q0007 Q0008
[1.0174 0 0 00689 0 0 T
0 1.0239 0 0 00852 0
0 0 00001 0 0 00001
Po= | 0.0689 0 0 02788 0 0
0 0.0852 0 0 03083 0
0 0 00001 0 0 00002
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